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ABSTRACT

Owing to the diversity of projection surfaces, an effective mobile
display system must be adaptive to the surface to avoid introduc-
ing a clipped scene. In this paper, we propose a smart mobile dis-
play system which automatically adapts to the location and motion
of a surface. Firstly, an imperceptible structured light technique is
adopted and continuous adaptation is accomplished. Secondly, a
specifically designed code image with high distortion tolerance is
proposed. Thirdly, we present a priority-based correction method to
revise previous decoding results. Finally, a matching procedure re-
sisting noise interruption is introduced. The system achieves 95%
correct rate under the common indoor illuminance. In addition, the
system performance is independent of the projected content and the
surface shapes.

Index Terms— Projector-camera system, self-adaptive, imper-
ceptible structured light

1. INTRODUCTION

Augmented reality (AR) is a technique trying to build a bridge con-
necting the real world and the virtual world. AR adds the informa-
tion from the virtual world to the real world in a perceptual way.
With the maturity of projector technology, the size and cost of a pro-
jector are decreasing. This makes mobile AR possible. By equipping
a camera with a micro-projector, a mobile AR system is constructed.
Users therefore can access the information from the digital world
anywhere in a natural way. For example, the SixthSense project [1]
proposes such kind of AR system. The system projects the object-
related information on physical objects.

Unfortunately, the projection area is fixed, but the objects in our
daily life are possible with any shapes and any size. Under such un-
controlled environments, if the surface is smaller than the projection
area, dramatic information loss occurs. Similarly, a non-rectangular
surface causes the same loss. To deal with these issues, a surface
adaptation technique is applied to warp the content into the surface
region before the content is projected.

In the work [2], a specially designed surface is used. By em-
bedding light sensors into the surface, the surface is capable of de-
tecting the signal sending from the projector. The relative position
between the surface and the projector is therefore determined. How-
ever, the applications of this system are limited, because common
objects which are not sensor-embedded can not be used. Lee et al.
propose a method that uses a LED light source to project both visible
light and infrared onto a surface [3]. This system locates the surface
through the received information from infrared sensors installed on
the projector side. By using invisible light, the approach can per-
form surface adaptation without disturbing users. The drawback of

this method is that it needs a specially designed projector system,
which has the ability to project and detect infrared. Leung et al. use
pure computer vision techniques to track the projection surface [4].
The advantage is that the system does not need any specifically de-
signed devices. However, this approach can only handle rectangular
surfaces.

In this work, we propose a self-adaptive projector-camera dis-
play system to overcome the shortcomings mentioned above. This
system is composed of a light-weight projector and a camera to have
high mobility. It adopts an imperceptible structured light technique
to achieve continuous adaptation to projection surfaces. The remain-
der of this paper are organized as follows: Sec.2 briefly describes the
system flow. Sec.3 introduces the imperceptible structured light cod-
ification technique. Sec.4 describes the surface localization method.
Experimental results and discussions are made in Sec.5. Sec.6 con-
cludes this paper.

2. SYSTEM OVERVIEW

The proposed system flow is illustrated in Fig. 1. The system is
separated into two main stages, imperceptible structured light codi-
fication and surface localization.

In the imperceptible structured light codification stage, the lu-
minance of a pre-warped input frame is modulated imperceptibly
according to a code image. A code image is composed of many
pattern primitives. The spatial layout information is encoded by the
combinations of these primitives. The code-image-embedded frame
is projected and captured by a synchronous camera. The code im-
age can be extracted through subtracting two adjacent frames. A
primitive decoding step is then applied to detect and classify each
pattern in the extracted code image into its corresponding primitive.
A reconstructed code image is then obtained.

The second stage, surface localization, is performed once every
N frames. N is a pre-defined parameter. The system checks pre-
vious N reconstructed code images and corrects the false-decoded
primitives. After that, the final reconstructed code image is matched
to the reference code image (the original one). According to the
matching result, the visible portion of the projected frame is deter-
mined. We therefore locate the projection surface in the projector
coordinate. Finally, the warping parameters are updated, and the
system warps the coming frames to the surface.

3. IMPERCEPTIBLE STRUCTURED LIGHT
CODIFICATION

To find the geometric relationship between the camera and the pro-
jector, geometric registration must be applied. This can be achieved
by directly matching the feature points extracted from the reference
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Fig. 1. The proposed system flow.

frame to the ones extracted from the projection result [5, 6]. How-
ever, the performance of this method depends on content. Instead,
the imperceptible structured light technique is preferred. Owing
to some weaknesses of the human visual system, some pre-defined
code images are embedded into frames invisibly.

The first applicable imperceptible structured light technique is
presented by Cotting et al. [7]. This method is based on the prin-
ciple of DLP projectors. It modifies some specific time slots of a
DLP projector to a pre-defined code image. The difference of time
slots which are less than one millisecond can not be perceived by
human, but can be captured by a synchronous camera. However, it
may causes tone change of the scene.

Another possible method is based on the persistence of vision
phenomenon. Human tends to combine the images within a short
period to a single one. With this characteristic, modulate-then-
compensate-based methods are proposed. Raskar et al. propose an
approach to project the code image directly and compensate it in the
following frame [8]. Let I be the original frame and Icod be the code
image. The frame for compensation Icom is computed by Eq. 1.

I = (Icod + Icom)/2 (1)

However, the modulation of frames remains sensible during eye
movements of observers. Grundhofer et al. exploit more human
visual system limitations, and achieve truly imperceptible embed-
ding [9]. This study modulates the luminance of a frame with some
small change Δ to give a code-embedded image Iemb, and perform

(a) (b)

Fig. 2. An example of code-image-embedded frame pair. (a) The
odd frame. (b) The even frame.

compensation in the next frame (Eq. 2).

Iemb =

{
I + Δ, if Icod(x, y) = binary-1
I − Δ, if Icod(x, y) = binary-0

Icom = 2I − Iemb (2)

In this paper, we adopt the concept presented by [9] because
of its excellent imperceptibility, and propose a modified method. We
utilize this technique to embed a code image into frames, and achieve
continuous surface adaptation.

3.1. Imperceptible Code Image Embedding

Before embedding the code image into frames, we should dupli-
cate each frame of a normal 30 fps sequence in the case of 60 fps
projection rate. Duplicating frames maintains the same perceptual
rate as the sequence is played under 30 fps. Moreover, it avoids the
false-extraction under a dramatic scene change between successive
frames. To modulate luminance without changing chrominance, we
transform frames from RGB into YCbCr color space, and then mod-
ify Y. Eq. 3 describes the embedding process according to a binary
code image Icod. Let Iodd and Ieven denote the odd and even frame
in the duplicated sequence, and I ′

odd and I ′
even are the corresponding

frames in the embedded sequence.

I ′
odd(x, y) = Iodd(x, y) + D(x, y)

I ′
even(x, y) = Ieven(x, y) − D(x, y)

where

D(x, y) =

{
α, if Icod(x, y) = 1
0, if Icod(x, y) = 0

(3)

α is a modulation value. Fig. 2 shows an example of the succes-
sive code-image-embedded frames. Because an image has limited
dynamic range, the overall luminance must be scaled into a smaller
range to avoid saturation at the pixels of lower and higher luminance.
The contrast reduction can be mitigated by dynamically choosing
different α according to human visual characteristics.

3.2. Code Image Extraction

The system captures each projected frame pair by a synchronous
60Hz camera, and then extracts the embedded code image via Eq. 4.

I ′
cod(x, y) =

{
1, T (I ′

odd(x, y) − I ′
even(x, y)) = 1

0, T (I ′
odd(x, y) − I ′

even(x, y)) = 0

where

T (x) =

{
1, x ≥ thex

0, x < thex
(4)
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Fig. 3. The proposed code image and three proposed pattern primi-
tives: rectangle, triangle, and stripe.

I ′
cod is the extracted binary code image, and thex is an extraction

threshold. To guarantee all patterns intact, thex must be chosen as
small as possible. In our experiments, the threshold value of five is
sufficient to remove great majority of noise.

3.3. The Proposed Code Image Design

In many previous geometric registration works, the authors choose
checkerboard images as their code images. The main advantage of
using such code images is the existence of simple detection algo-
rithm and strong noise immunity. The registration can be done by
comparing the positions of intersectional corners between the orig-
inal and the projected checkerboard image. However, because the
projected surface may be smaller than the projector’s projection area,
only partial projected image will be seen. The corners in a checker-
board image are all the same. Hence, we cannot determine the exact
position without seeing the complete image.

We propose a specially-designed code image based on the Per-
fect Maps theory (Fig. 3). The Perfect Maps theory has been adopted
in [10, 11]. Let M be a r × m matrix which is composed of s primi-
tive types. If the Hamming distance between each p × q sub-matrix
(p × q ≤ r × m) of M is at least one, M is called a Perfect Map.
With the uniqueness of each sub-matrix in a Perfect Map, the sur-
face position can be determined under the condition that only partial
projected frame is seen.

The designed code image has fourteen rows and twenty-five
columns. To simplify the primitive decoding procedure and increase
the robustness, we choose three simple geometric patterns as pattern
primitives in the code image (Fig. 3). In the proposed code image,
3×3 dimensions of sub-matrixes are adopted and the Hamming dis-
tance of at least one is achieved. The Hamming distance distribution
of the proposed code image is shown in Fig. 4. We can observe that
the sub-matrixes having the minimum Hamming distance of one are
only 1%. Over 12% of sub-matrixes have the maximum Hamming
distance of nine. Moreover, the distance increases if the dimensions
of sub-matrixes are higher than 3 × 3.

3.4. Primitive Decoding

The contours of all patterns are extracted from the extracted code
image, and further approximated as a group of polygons. A noise
removal procedure is then executed to increase noise immunity. We
use a simple rejection function NR to reject polygons whose area
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Fig. 4. The Hamming distance distribution of the proposed code
image under 3 × 3 dimensions of sub-matrixes.

are larger or smaller than some thresholds and preserve the shapes
having rational areas (Eq. 5).

NR(poly) =

{
preserve, minar < area < maxar

reject, otherwise
(5)

where poly and area denote a polygon and the polygon’s area, re-
spectively. minar and maxar are minimal and maximal area.

After removing noise, a decoding function DA based on ana-
lyzing the geometric property of approximated polygons is applied
(Eq. 6).

DA(poly) =

⎧⎪⎨
⎪⎩

triangle, angle = 3
stripe, angle = 4 and ratio > thhtw

rectangle, angle = 4 and ratio ≤ thhtw

unknown, otherwise
(6)

where angle is the number of angles, ratio denotes a height-to-
width ratio, and thhtw is a threshold. Firstly, search all shapes and
pick out the shapes having three angles, and label them as triangle
primitives. Secondly, the four-angle shapes from the remaining poly-
gons are checked, and classified according to their height-to-width
ratios. If the ratio exceeds a pre-defined threshold, it corresponds to
a stripe primitive; otherwise, it is a rectangle primitive. Finally, the
remainder are labeled unknown.

4. SURFACE LOCALIZATION

Owing to the existence of non-ideal effects, the extracted patterns
may be dramatically distorted, which leads to wrong primitive de-
coding. Moreover, some noise could be falsely-included and intro-
duce extra primitives. To solve this problem, we utilize the temporal
information to correct the primitives and reject noise. This stage,
surface localization, is therefore performed once every N frames.

4.1. Primitive Correction

In primitive correction step, the decoded primitives in the previous
N frames are analyzed. Primitives are corrected or rejected accord-
ing to the following criteria. The first criterion is that the primitive
must appear in more than N/2 frames. Otherwise, it is removed.
This criterion removes falsely-decoded noise because of its random-
ness nature.



Table 1. Results of decoded primitive types with respect to the true
primitive types. Each row denotes a true primitive type, and each
column represents the decoded primitive type.

Total Triangle Stripe Rectangle Unknown
Pattern

Triangle 11556 43.23% 0.17% 44.99% 11.60%
Stripe 12198 2.09% 78.92% 6.29% 12.70%

Rectangle 13696 0.16% 0.18% 83.51% 16.16%

Fig. 5. An example of a reconstructed code image. The red cir-
cle represents a triangle primitive, the green circle denotes a stripe
primitive, and the blue circle represents a rectangle primitive.

The second criterion is that the primitive type is redefined based
on a primitive priority according to the decoding results in previous
N frames. The stripe has the first priority, the triangle has the sec-
ond, and the rectangle has the last. For example, if a primitive is
decoded as a rectangle four times and as a triangle one time, it is
corrected to a triangle. In our experiment (Table 1), we observe that
the rectangle and triangle primitive are both possible to be decoded
as a rectangle. The primitive decoded as a rectangle in more than
N/2 frames cannot guarantee it is a rectangle primitive. Therefore,
the primitive priority is adopted to solve the problem. The stripe
has highest priority because of its one-to-one mapping relationship
between the true type and the decoded type. A rectangle is nearly im-
possible to be classified as a triangle. We can undoubtedly redefine a
primitive as a triangle if there is at least one triangle in the previous
N frames. After the ambiguity between triangle and rectangle prim-
itives is eliminated, the rectangle type can be correctly assigned. An
example of a reconstructed code image is shown in Fig. 5.

4.2. Code Image Matching

Although the correctness of the reconstructed code image is verified,
a few falsely-decoded noise may still exist. If these misclassified
primitives are outside the boundary of the surface, the locating re-
sult would be wrong when the matching procedure is applied totally
inside the reference code image.

We propose an overshoot full-search matching (OFSM) proce-
dure. Fig. 6(a) illustrates the flow of OFSM conceptually. The
OFSM starts from matching the lower right corner of the recon-
structed code image to the upper left corner of the reference code
image. The matching window then shifts in a zigzag-like manner.
Matching is performed at each windowed portion of the reference
code image. The window shifting step is a primitive unit. Until the
windowed part only contains the lower right primitive in the refer-
ence code image, OFSM finishes. We then pick out the best match-
ing window which includes least different primitives and take the

(a)
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Fig. 6. Overshoot full-search matching (OFSM) procedure. (a) Con-
ceptual illustration of OFSM flow. The black part denotes the refer-
ence code image, and the blue part represents the reconstructed code
image. Falsely-decoded noise is denoted as the ’*’ symbol. (b) The
image is warped to fit the bounding box of the best matching win-
dow.

bounding box of correctly-matched primitives in it (Fig. 6(b)). The
bounding box is the visible portion of the projected frame, and is
also the projection surface position in the projector coordinate. The
next coming frames are therefore warped to fit the bounding box.

5. EXPERIMENTAL RESULTS AND DISCUSSIONS

To validate the proposed system, we have built a prototype system.
This system consists of a micro-projector and a camera. The pro-
jector is an Optoma PK301 DLP projector. It provides 1280×1080
resolution and 20 ANSI lumens brightness. The camera is a Logitech
C905 with 640×480 resolution. These two devices are both suitable
for mobile usage and with affordable cost. The projection surface
localization stage in these experiments is performed once every five
frames (N is five). Furthermore, the testing environment is the one
with 320 Lux illuminance, which is the common indoor scenario.
In the following, we divide the experiments into static and dynamic
parts. The static experiments evaluate the robustness of the system
under different conditions by using a fixed surface. The dynamic
experiments demonstrate the system performance when a surface is
moving.

5.1. Static Experiments

The experiments in this part are taken with different sequences,
different surface shapes, and different distances. Table 2 summaries
the results. The correctness is defined according to two criteria.
The first is the size difference between the located surface and the
ground truth is no more than 20% of the ground truth’s size. The
second is the center position variation between the located surface
and the golden is less than 10% of the golden’s size. Because the
correctness of center position is more important than that of size, the
limitation of center difference is stricter. Moreover, results of 2000
frames are averaged to give a final correct rate. As observed, the
system achieves 95.75% correct rate. In the following, we discuss
each testing condition in detail.

Different Sequences. Three sequences are used for testing.
The NTU sequence is an introductive video with moderate scene
changes and texture. The MI3 video is an action movie trailer



Table 2. Results of static experiments under different conditions.

Different Sequences Different Shapes Different Distances

Sequence NTU MI3 WT NTU NTU NTU NTU NTU NTU
Shape Rectangle Rectangle Rectangle Rectangle Circle Trapezium Rectangle Rectangle Rectangle

Distance 80 cm 80 cm 80 cm 80 cm 80 cm 80 cm 40 cm 80 cm 120 cm

Correct Rate 94.25% 87.75% 95.75% 94.25% 88.50% 90.50% 93.75% 94.25% 82.75%

which has rapid scene changes and complex content. The WT is a
software tutorial video which consists of monotony texture and is
lack of features. From the results, all the correct rates exceed 87%
and the highest one is 95%, which proves that the proposed system
possesses the property of content-independence.

Different Shapes. In this case, we choose diverse projection
surfaces with different shapes, including rectangle, circle, and
trapezium. The lowest correct rate occurs when using circular shape
surface. The reason lies in that the extracted patterns are partially
clipped at the boundary of such surface, which causes the unstable
primitive decoding performance. However, the correct rate over
88% is still satisfactory.

Different Distances. Based on the length of human arms,
three distances between the system and the surface, 40 cm, 80 cm,
and 120 cm, are chosen. The correct rates are above 93% for both
40 cm and 80 cm conditions. It slightly drops 10% under the 120 cm
situation. The farther the distance is, the less primitives are shown
on the surface. Only small amounts of primitives available will
lead to the decrease of stability and the increase of size variation.
However, the results demonstrate the system maintains 82% correct
rate at 120 cm range, which exceeds the arm length of most people.

5.2. Dynamic Experiments

In the dynamic experiments, we test the system performance with a
moving surface. Three surface shapes are chosen for demonstration,
which are the same as that in Sec. 5.1. The setting takes the 80
cm distance and the MI3 sequence as the projected video. Fig. 7
demonstrates the results by showing some snapshots taken during
the projection period.

Before applying surface adaptation, only part of a frame can be
seen, and an observer can not perceive complete content. When sur-
face adaptation is performed, the frame shrinks to fit the surface and
intact content is seen. Once the surface is moved, the surface’s posi-
tion is re-calculated. The frame is then warped to the new location.
In some cases, a few patterns which are not primitives would be ex-
tracted, such as the contours of an arm. These unexpected patterns
do not affect the correctness of surface adaptation.

6. CONCLUSIONS

In this work, a robust self-adaptive projector-camera display system
is proposed. Through using a micro-projector, the system achieves
high mobility and automatically fits the projected content for any
available object. We adopt the imperceptible structured light tech-
nique to accomplish continuous adaptation. By using the proposed
code image, the projection surface is uniquely located even under the
condition that only part of the projected image is seen. To increase
noise immunity, the primitives are redefined based on a primitive
priority according to the decoded results from the previous frames.

Finally, a proposed OFSM procedure is taken to match the recon-
structed code image to the reference code image, and the surface
location is found. According to experimental results, the highest
correct rate achieves 95.75%, and the lowest one exceeds 82%. The
results prove that the proposed system can adapt to different surfaces
under diverse conditions with satisfactory precision and robustness.
This system can be extended to a smart human computer interface
for various applications in the future.
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(a)

(b)

(c)

Fig. 7. The demonstration of dynamic experiments. In each subfigure, the first row shows the images from the camera, and the second row
represents the corresponding extracted code images. The first column shows the snapshots before the surface adaptation is performed. The
second, third, and fourth column are snapshots at different times and with different surface locations after the surface adaptation is applied.
(a) Rectangular surface. (b) Trapezoidal surface. (c) Circular surface.


